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Abstract The occurrence of the natural disaster or national event emanates plenty of information through social media. The data generated by 
various social media is mostly vocal, which will not be useful for providing relief for the victims of the natural calamity. The vocal data prevents the 
victims from getting relief help. One of the most popular social media Twitter receives everyday data to the tune of zettabytes per annum. 
Meticulous use of such huge data helps for the developmental program of the country in different areas namely is Business, Industry, Education, 
Medicine etc. Data analysis of data emanating from twitter is HADOOP since it works for BIGDATA. An attempt is made in this paper to discuss the 
utility of flume and HDFS on the analysis of twitter data. Real time twitter data is extracted to HDFS through FLUME. A query language synnonium 
to the Hive is utilized for extraction and analysis of some data.  
 
Index Terms — Big Data, Apache Hadoop, MapReduce, HDFS, FLUME, HIVE and Twitter. 
 
 

I. INTRODUCTION  
he Internet transmits textual vales. Many products 
manufactures use internet textual data to elicit views 
of their products. An automatic tabulation can 

handle large datasets for the analysis of subjective data. 
Nowadays users have a choice to express their views and 
opinions on any topic on social media websites. These 
media also get the comments and grades on the response. 
Twitter data is used by the websites to make blogs and 
forums and product review. Generally twitter messages 
are brief observations of status messages and product 
reviews. The popularity of the messages displayed is rank 
and compare in the author's opinion. 

Data arriving in tweets with high frequency requires 
analysis in view of the limitations of storage.  Sentiment 
analysis uses twitter data as a source to classify the 
messages with positive or negative feelings since manual 
classification is costly and time-consuming. The time and 
authors identification are provided in twitter data. To 
express the level of sentiments smileys or emoticons 
provide the emotion state. Those referred tweets provide 
the basis for sentiment analysis. 

Sentimental analysis on twitter data is not in an easy job, 
in comparison to review data. Generally, tweets are brief, 
power loaded slangs, emoticons with usual jargons of 
twitter. Twitter provides Application Programming 
Interface (API) providing the developer analysis of 1% 
tweets with any particular keyword. The API does mining 
of response with respect to the keyword. Twitter data is 
not structured and has abbreviations and emoticons 
providing a view on author’s response. The availability of 
the user's location in the tweets with help to compare the 
response trends in the different geographic area.  

 

 
 
 
 

 
 
Twitter data analysis consists of 
a)    Collection of data in local HDFS using FLUME 
b)    Remove noises and meaningless symbols 
c)    Extract feature vector utilizing unigram or Ngram  
d)    Use HIVE for post analysis of twitter. 
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II. INTRODUCTION BIG DATA AND HADOOP 
     Data sets having huge volume, high speed and varied 

data which increases daily are called BIGDATA. Usually, 
known data management techniques are difficult to apply 
for BIGDATA. HADOOP data analysis pack introduced by 
Apache will solve BIGDATA. The accuracy of the data 
analysis will be high if more data is used as it will enhance 
the confidence on the conclusion drawn. Further, it will 
increase the efficiency in various operations and reduced 
cost and time. A good instrument for twitter analysis is 
apache HADOOP for a large volume of data. For 
processing the large volume of data in distributed mode 
HADOOP is a vital tool.   
 
Characteristics 

1. Optimum handling of the huge quantity of 
unstructured data using inexpensive hardware. 

2. Uses relatively less expensive computers 
3. Data is replicated across multiple computers for 

the ease of computation on any machine 
 

Computing data in a distributed mode is multifaceted. The 
features of HADOOP are given below.  
 

 Analysis on a number of machines with 
computing facility from the cloud. 

 It runs on fewer expenses Hardware and 
overcomes the nonfunctioning of it. 

 Can handle large volumes of data with the 
addition of more systems to the group. 

 Simplicity and accessibility of HADOOP provides 
a superior order for writing and running large 
programs. 
 

      Hadoop is optimized to handle massive quantities of 
structured, semi-structured, and unstructured data. 
Hadoop clones the data in multiple systems. In case of one 
system goes down data is retrieved from other system. 
 
      Another data processing model is MapReduce. Data 
processing primitives are Mappers and Reducers in 
MapReduce. Dividing data processing applications into 
Mappers and Reducers is not easy in data processing. The 
advantage of MapReduce form is in scaling. The program 
can be run over hundreds of machines in a group by 
changing the merely configuration.  Many programmers 
prefer to MapReduce model for scalability. 
 
      The components of are represented in the following 
diagram. We are using HIVE and FLUME for twitter 
analysis. 
 

 
     
        Basically, HADOOP file system makes use of Google 
file system. Further, it produces a file system of distributed 
nature for running and a group of computers providing 
reliable and consistence results. 
 

 The utility of masters/slave architecture is employed 
in HDFS. The file system metadata is managed by 
NameNode and actual data is stored by slave DataNodes. 
HADOOP has a special advantage in processing and 
storage in distributed Storage. Data in HADOOP is secure, 
reliable, efficient, speedy, scalable and data accessible. The 
use of HADOOP for tweet processing is popular due to the 
above qualities. 
 

III. FLUME 
     Collecting, aggregating and transporting a large 
amount of incoming data done by Apache Flume dealing 
with large files from different sources of central data 
storage. Primary Apache Flume is designed to copy log 
data from different web servers to HDFS. The package is 
reliable, distributed and configurable tool. In addition to 
transportation network traffic data of social media, emails 
and any other data from any source Flume can transport 
large quantitative of event data.  
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     For a single node, the FLUME is installed after installing 
VMware and HADOOP. 
 

 
 

 
 
 
 
 

 
STREAMING TWITTER DATA: 
 

 

 
 
     Login twitter creates a new application after logging. 
The sink is configured as HDFS and its searches to store 
tweets. After execution it follows a specified path for 
downloading HDFS. To initiate this following commands 
are to be executed 
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     Twitter appears in HDFC after some time. Refresh if 
tweets are not downloaded in the prescribed part. Data 
remains temporarily in container/channel and tweets 
starts downloading in HDFS. Convert JSON data to the 
readable format through jsonserde.jar. 

IV.  HIVE 
     Hive is a data warehousing tool. Hive is used to query 
structured data built on top of Hadoop. Facebook created 
hive components to manage their ever-growing volumes 
of log data hive makes HDFS for storage, MapReduce for 
execution and stores metadata in an RDBMS. Hive 
provides HQL (High Query Language) which is similar to 
SQL. HQL is easy to code.  These queries are implied by 
Hive with the help of MapReduce and stores in Hadoop. 
Hive provides extensive data type functions and formats 
and data summarization and analysis. Hive supports rich 
data types such as structs, lists, and maps. Hive supports 
SQL filters, group-by, and order-by clauses. Hourly log 
data can be stored directly into HDFS and then data 
cleansing is performed on the log file. Finally, hive table(s) 
can be created to query the log file.  
 
HIVE DATA UNITS:  

1. Databases: the namespace for tables. 
2. Tables: a set of records that have a similar schema. 
3. Partitions: logically separations of data based on 

the classification of given information as per 
specific at –tributes. Once the hive has partitioned 
the data based on a specified key, it starts to 
assemble the records into specific folders as and 
when the records are inserted  

4. Buckets (or clusters): similar to partitions but uses 
hash functions to segregate data and determines 
the cluster or bucket into which the record should 
be placed.  

 
HIVE FILE FORMAT: 
 
TEXT FILE:The default file format is textfile. In this 
format, each record is a line in the file. In the text file, 
different control characters are used as delimiters. The 
delimiters are ^A (octal 001, separates all fields), ^B (octal 
002, separates the elements in the array), ^C (octal 003, 
separates key value pair), and \n. The term field is used 
then overriding the default delimiter. The supported text 
files are CSV and TSV, JSON or XML documents too can 
be specified as text file  
 
SEQUENTIAL FILE: sequential files are flat files that store 
binary key-value pairs. It includes compression support 
which reduces the CPU, I/O requirement.  
 
Record Columnar file (RCFILE): RCFile stores the data in 
the column-oriented manner which ensures that 
Aggregation operations, not an expensive operation. 

V. JSON SERDE 
In order to interpret JSON data properly make sure the 

HIVE table coordinates the job for a query. HIVE process 
input data in a row format whereas it is getting the twitter 
in data in Jason format. This makes Hive not able to 
perform this job. DeSerializer interfaces HIVE to transmit 
the data into HIVE for the process. 

To construct the hive-serdes JAR, beyond the root 
regarding the git repository 

 
     This will grow a file for consideration referred to as hive-
serdes-1.0-SNAPSHOT.jar in the goal directory. After that 
Create the Hive directory hierarchy the use of the say the 
word below:  

 
The configuration of hive metastore is to use MySQL. Install 
MySQL, JDBC Driver in the location /var/lib/hive/lib. 
After creating tweet table run Hive and perform the 
subsequent instructions. 
 

 
 

     Data on Natural Disasters, Chennai Floods, and 
HudHud cyclone are tweeted in tweets table. Ten common 
hashtags are accessed on the data to execute this query 
was asked. 
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VI. CONCLUSION: 
       Twitter tool divulge different opinions on a number of 
issues and topics. It provides keen insight the topic. It may 
be a good area for analysis for taking decisions in different 
areas. For performing twitter post analysis HADOOP is an 
important option. Performing analysis on diverse topics by 
changing the keywords in query after loading of Flume 
and Hive. The analysis helps in finding people's response 
to the natural disaster. For that, it helps in strategy 
planning finding the polarity of tweets collected. 
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